Stat 103



Homework Five Solutions



      Spring 2014
Instructions: All answers must use complete sentences and express complete thoughts. All calculations should be done from within software, and any plots or graphs that you decide to include should be referenced in your discussion and should included in your response. You may work in groups of up to two. If you are working in a group, turn in one assignment for the group and include the names of the group members. 

1. The general manager of a chain of catalog stores wanted to determine the factors that affect how long it takes to unload a truck delivering orders. A random sample of 50 deliveries to a store was observed. The times (in minutes) to unload the truck, the total number of boxes, and the total weight (in hundreds of pounds) were recorded in the file CATALOG.

a.  Determine the multiple regression equation.


[image: image1.wmf]Time = -28.4271 + 0.604108*Boxes + 0.374298*Weight


b.  How well does the model fit the data?

Since the number of boxes and total weight explain over 80% of the variation in the observed unloading times, the model appears to fit pretty well.

c.  Perform diagnostics on the model and report your findings.

The Plot of Residuals versus Predicted Time appears to be random and evenly spread about the model, supporting the assumption that the error variable has constant variance. The histogram of the studentized residuals is plausibly normal, supporting the assumption that the errors are normally distributed about the model. Finally, the p-value for the hypothesis test of linearity for the model equals 0.0000, which supports the assumption that at least one of the independent variables is correlated to unloading time.

d.  Is multicollinearity a problem? If so, propose a solution.

Because the number of boxes and total weight are both significant and because their coefficients have the algebraic sign we would expect (both are positive, in this case), there is no evidence of serious multicollinearity in the model. 


The manager realized that time of day may affect unloading time. He recorded the following codes: 1 = morning, 2 = early afternoon, and 3 = late afternoon.

e.  Construct a regression model that includes the information for the time of day.


[image: image2.wmf]Time = -29.718 + 0.617743*Boxes + 0.346383*Weight - 6.75565*Morning +

6.48003*Early Afternoon


f.  Does the time of day affect the unloading time? Explain.

Since at least one of the dummy variables representing time of day is significant (in fact, they both are), we can say that the time of day does affect unloading time. In particular, the unloading time in the morning averages about 7 minutes less than in the late afternoon, holding the number of boxes and total weight constant. Meanwhile, it takes about 6.5 minutes longer to unload in the early afternoon than it does to unload an equivalent load (i.e., one with the same number of boxes and total weight) in the late afternoon, on average. 

2. The manager of an amusement park would like to be able to predict daily attendance. After some consideration, he decided that the following three factors are critical, yesterday’s attendance, whether it’s a weekday or weekend, and the predicted weather. He then took a random sample of 40 days and recorded the data in the file AMUSEMENT. Since two of the variables are qualitative, he created the following sets if dummy variables:

Weekend = 1 (if weekend)

                = 0 (if not)

Sunny = 1 (if mostly sunny is predicted)

           = 0 (if not)

Rain = 1 (if rain is predicted)

        =  0 (if not)

a.  Construct a regression model to predict attendance. Is the model likely to be useful?


[image: image3.wmf]Attendance = 3247.95 + 0.435742*Yesterday + 1750.17*Weekend

. The Plot of Residuals versus Predicted Attendance appears to be random and evenly spread about the model, supporting the assumption that the error variable has constant variance. The histogram of the studentized residuals, although slightly skewed to the left, is plausibly normal, supporting the assumption that the errors are normally distributed about the model. Finally, the p-value for the hypothesis test of linearity for the model equals 0.0000, which supports the assumption that at least one of the independent variables is correlated to attendance.

b.  Can we conclude that weather is a factor in determining attendance?

Since neither of the dummy variables representing the weather forecast was significant in the model at the 5% level, weather forecast may not be an important factor in determining attendance.

c.  Does this data provide sufficient evidence that weekend attendance is, on average, larger than weekday attendance?

Since the dummy variable for weekend is significant, we can conclude that attendance on the weekend averages about 1750 more than for a weekday, holding the previous day’s attendance constant.
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